A Comparative Study of RANS, URANS and NLES Approaches for Flow Prediction in Pin Fin Array
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ABSTRACT
Gas Turbine are nowadays largely used for aircraft propulsion and land-based power generation. The increased attention to environmental aspects has promoted research and development efforts both from manufacturers and research centres. The latest developments in turbine-cooling technologies play a critical role in the attempt to increase the efficiency and the specific power of the most advanced designs. Pin fin arrays, in particular, are widely used in jet engine application because of their ability to enhance cooling by providing extended surfaces for conduction and convection. They are also known to be an effective means to create turbulence which naturally increases heat transfer. Pin fin turbulators are typically located inside the trailing edge of high pressure turbine blade where they also act as a structural support. The optimum shapes and spacing of such elements are usually determined experimentally, or more recently, by using Computational Fluid Dynamics (CFD). On the other hand, the comprehension of the real physics controlling the heat transfer enhancement process and the role played by the large scale vortical structures generated by the inserts, still represent a great challenge for fluid mechanic researchers. The problem has been intensively investigated by Ames et al. (2005) by means of an experimental campaign on pin fin matrix. From the numerical point of view, the principal bottleneck of the CFD approach as applied to this kind of massively unsteady flow is related to the high computational cost and to the reliability of the turbulence models.
The main objective of this work is to offer a critical analysis of the performance of a cooling device consisting of a pin fin turbulators geometry, as predicted by different CFD models of various complexity, using similar computational technology to integrate the corresponding governing equations. Local velocity and turbulence distributions are presented and compared with available experimental data.
NOMENCLATURE

\begin{align*}
C_p & \quad \text{Pressure coefficient distribution} \\
p_0 (\theta = 0) & \quad \text{Total pressure in } \theta_0 \text{ position} \\
p & \quad \text{Static pressure} \\
\rho & \quad \text{Density} \\
T & \quad \text{Temperature} \\
U & \quad \text{Streamwise velocity} \\
\theta & \quad \theta \text{ position on cylinder surface} \\
V_b & \quad \text{Bulk gap flow velocity} \\
\Delta t & \quad \text{Time step} \\
\Delta t^* & \quad \text{Non-dimensional time step } \Delta t^* = \Delta t \times V_{\text{max}} / D \\
E & \quad \text{Turbulent kinetic Energy} \\
k & \quad \text{wavenumber} \\
Nu & \quad \text{Nusselt number} \\
Re & \quad \text{Reynolds number} \\
St & \quad \text{Strouhal number} \\
Pr & \quad \text{Prandtl number} \\
D & \quad \text{Pin diameter} \\
Lu & \quad \text{Upstream length} \\
Ld & \quad \text{Downstream length} \\
Lp & \quad \text{Distance of the periodic faces.}
\end{align*}

INTRODUCTION

Industrial requirement for computational modeling of turbomachinery flow is driven by the necessity for fast design methods. Up to now this has been done integrating 1D mean-line methods, 2D trough-flow codes and 3D steady/unsteady simulations.

3D Unsteady Reynolds-Averaged Navier-Stokes (URANS) simulations represent an efficient instrument of study for several problems and phenomenologies in the turbomachinery fields. Despite this, calculations of intrinsically unsteady phenomena performed by RANS and URANS typically lead to unsatisfactory results.

Moreover URANS approaches are characterized by limitations connected both to the prediction of flows in transitional regime, and to the capability of properly tackling large scale coherent structures. On the other hand Large Eddy Simulation (LES) is known able to satisfactory model these structures. In the open literature LES is usually applied to structured grids and mainly to simplified test-cases.

The goal of this work is to compare the capabilities of three different turbulence closure in predicting flow features related to a realistic configuration. RANS, URANS and LES approaches have been implemented in a in-house developed unstructured finite volume code which is capable to handle geometric configuration representative of realistic turbomachinery components.

From this point of view a pin fin matrix represents a challenge for any CFD solver since it involves complex flow structures occurring in complex geometries. Pin fin arrays are one of the most common internal cooling device used in the trailing edge region of high pressure turbine blades. They increase flow turbulence and internal heat transfer surface area. Arrays are mostly designed using empirical correlations to predict heat transfer rates and pressure drops. It’s commonly accepted that computational models for heat transfer and velocity distribution predictions can be improved if the characteristics of turbulence and its response near surfaces such as pins and end-walls are better understood.

Ames et al. (2005) provided experimental data for such a kind of flows at different Reynolds numbers.
From the numerical point of view, the same geometry has been widely investigated by Delibra et al. (2009), Delibra et al., 2010 (a) and Delibra et al., 2010 (b), Carnevale et al. (2012). Carnevale et al. (2012) also investigated the effects of numerical uncertainties on the evaluation of the aero-thermal parameters using LES. According to the authors, steady RANS calculations obtained with eddy viscosity models coupled with transition models, experience difficulties in predicting the time-averaged characteristics of even basic unsteady transitional flows.

The URANS approach slightly improves the prediction of these flows, while more sophisticated closures are required for accurate aero-thermal characterization of separated transitional flows. Thus unsteady approaches are necessary. The deficiencies of URANS approaches in responding to weak instabilities and in capturing the break-up of the initially two-dimensional structures and the transition are clearly put forward.

HYBFLOW CODE: NUMERICAL FEATURES

Simulations have been carried out using hybFlow, URANS solver HybFlow, which has been developed at the Energy Engineering Department of the University of Florence. The code has been extensively validated for heat transfer problems and it has also been used in DES and LES simulations, with the Smagorinsky sub-grid model (Adami et al. (2000), Montomoli et al. (2011), Bernardini et al. (2011)).

The solver is based on 3D unstructured finite-volume formulation, which is kept in the LES approach in order to face complex geometries, and it is capable to handle unsteady multi-stage simulations. Details about the spatial discretization can be found in the cited references. Due to the critical dependency of numerical dissipation from the numerical scheme, the flux calculations at cells interface in the low Mach regions have been modified according to the preconditioning method suggested by Thornber et al. (2008). The steady solver is based on an iterative implicit time-marching solution. The implicit iterative time-relaxed Newton method is applied along with the linear solver GMRES coupled to an incomplete ILU(0) factorization as suggested in Saad et al. (1986). This formulation has been used in the RANS case. The implicit formulation with a dual-time stepping approach is applied to get the convergence to the physical unsteady time solution from the implicit steady solver. This kind of formulation allows a quite arbitrarily choice of the time step, not yielding any constraint on the Courant (CFL) number. Time integration can also be performed explicitly either with a 2-stages predictor corrector or with a 6-stages 4th order Runge Kutta scheme. While the former is due to Heen the latter is an extension of the low dissipation and dispersion explicit Runge-Kutta scheme by Calvo et al. (2004).

For the RANS simulation, turbulence is modelled using the classical eddy-viscosity assumption through the two equation $k – \omega$ SST model proposed by Menter (1992) with the transition model of Menter et al. (2006). The transition model has been validated by Salvadòri et al. (2009) in heat transfer problems. Concerning the computational capabilities, the parallel solver balances the computational load partitioning the grid in blocks that are evenly distributed over the CPUs. The communications between processors are managed by the standard MPI message passing libraries. Accurate studies have been performed to establish the code scalability and performance when increasing the number of CPUs (Belardini et al. (2001)).

TEST-CASE AND BOUNDARY CONDITION

The computational domain representing the experimental configuration detailed in Ames et al. (2005) is shown in Figure 1a. The diameter of the pins is $D = 2.54 cm$, the distance between two parallel array is $L_p = 2.5D$ (the distance is calculate considering the center of two adjacent pin. The channel height is twice the diameter ($H = 2D$). Bottom and top walls, as well as pins surfaces are isothermal solid walls. The inlet section of the channel is located at a distance $L_u = 10D$ upstream
Numerical simulations have been carried out applying different turbulence closures. More specifically the algebraic Reynolds stress $k - \omega$ SST model of Menter (1992) together with the transition model of Menter et al. (2006) is applied in RANS and URANS formulations. These results are compared with those obtained by means of the Numerical LES (NLES).

It is well known that for industry-oriented applications unstructured solvers are necessary to tackle complex geometries. However, fully unstructured codes tend to be more dissipative compared with the corresponding structured formulation with equal order of the variable reconstruction. This is mostly due to difficulties associated with tetrahedral element shape distortion in the wall region and the impossibility in preserving the grid quality during the grid generation process. These shortcomings could be exploited in a LES approach. Tucker (2011) recently suggested adopting a NLES formulation, which consists in omitting the sub grid-scale model at all, responsible for further dissipation compared to the one coming from the discretization. In fact under many circumstances the effects of the sub-grid scale model, particularly considering the Smagorinsky one, may be negligible. Also Garnier et al. (1999) recommended the same approach and suggested a NLES approach without sub-grid scale model if the approximate Riemann solver of Roe is used in conjunction with a linear variable reconstruction (second order scheme). This approach is followed herein. Moreover preliminary tests adopting the Smagorinsky sub-grid model in the HybFlow code, gave disappointing results, due to the excessive numerical dissipation of the unstructured solver. For all of these reasons the NLES approach has been selected for the present analysis.

Simulations have been performed at a Reynolds number based on pin diameter $D$ and gap bulk velocity $V_b$ of $Re = 10000$. According to the experimental data, the gap bulk velocity is computed averaging the local velocities between two adjacent pins of the same row. Taking $V_0$ and $V_b$ as the inlet and gap mean velocities respectively, and considering mass conservation, one obtains $V_b = H/(H-D)\times V_0$. The main flow temperature and wall temperature have been set to $T = 290.15K$ and $T_{wall} = 315.15K$, respectively. The free stream Mach number at the channel inlet is 0.15. No turbulence inflow boundary conditions have been considered for the NLES approach. The low turbulence level measured in the experiments, $Tu = 1.3\%$, has been imposed at inlet section in the RANS and URANS simulations.

The computational domain has been discretized with an unstructured mesh with $5.3 \times 10^6$ elements. The mesh has been generated as a 2D grid and then extruded in the z-direction. This procedure improved the discretization in the span-wise direction, since the extrusion of parallel planes allows a better control of the spatial distribution along the extrusion z-axes. At the top and bottom surfaces (see Figure 1b) the procedure yields a $y^+$ value below 1 over all the wall faces. An hyperbolic law has been considered to cluster the grid in the wall regions (z-direction), where the grid spacing is close to the typical DNS setup. Aspect ratios of the final mesh can be summarized as follow: $\delta z/\delta x$ in the base region in correspondence of pins is 0.15, and considering the normal to the wall direction of pins $\delta x/\delta y$ is 0.025. The typical cell volume in the midspan region, characterized by the coarsest exahedral distribution, is $1.7 \times 10^{-4} \text{mm}^3$ in near wall region and $1.2 \times 10^{-2} \text{mm}^3$ in the wake region. The averaged grid skewness computed in the wake region is 0.09 while the maximum value is 0.22. The skewness is defined $(\text{OptimalCellSize} - \text{CellSize})/\text{OptimalCellSize}$ where, the optimal cell size is the size of an equilateral cell with the same circumradius. The non-dimensional time step $\Delta t^*$ has been set equal to $1.52 \times 10^{-4}$, corresponding to $CFL < 1$ everywhere. The same time step has been considered both for the URANS and NLES.

A grid independence analysis has been performed (in the RANS approach) in order to obtain a proper reconstruction of the shear layer in the near wall regions. Several calculations have been performed considering only the two dimensional $(x, y)$ plane at midspan, analysing the quality of the reconstructed velocity profile in the near wall region around the first pin. Moreover a different set of
parameters of the hyperbolic grid distribution law, have been tested in order to determine the best configuration for the reconstruction of the velocity profile near the end walls ($z$-direction). The final grid is comparable with the grid adopted for the same calculation by other authors Delibra et al., 2010 \(b\). The same grid has been employed for both \textit{URANS} and \textit{NLES} computations.

\section*{RESULTS AND DISCUSSION}

In the present section the numerical time averaged results are compared with the experimental data of Ames \textit{et al.} (2005) at Reynolds number equal to 10000, which, as recognised by Simoneau \textit{et al.} (1984), is representative of the operating conditions of a real turbine blade cooling system.

\subsection*{Aerodynamic}

In Figure 2 the numerical results obtained with \textit{RANS}, \textit{URANS} and \textit{NLES} are compared in terms of surface pressure coefficient distribution at midspan ($C_p$), defined as:

\begin{equation}
C_p = \frac{p - p_0 (\theta_0)}{1/2 \rho V_{max}^2}
\end{equation}

and plotted versus the angular location $\theta$ around the cylinder, the origin being located at the pin leading edge. The experiments indicate the occurrence of an extensive separation around the first pin, whose starting point is located at about $80^\circ$ and it is well reproduced by all calculations. The agreement is also good for the 2$^{nd}$ pin, while some differences are observed for the 3$^{rd}$ pin. These discrepancies may be due to the insufficient spanwise extension of the computational domain and possibly to the constrain enforced through the lateral boundary conditions applied over a reduced channel width.

By comparing the different results, it can be observed that \textit{NLES} is overall in better accordance with experimental data, although some discrepancies appear in the accelerating part where \textit{URANS} seems to perform better. \textit{RANS} approach gives acceptable results for the first pin, and the agreement gets worse and worse for the downstream pins.

A similar trend is observed monitoring the velocity profiles at midspan in the normal to the streamwise direction at different axial locations, namely $x/D = 10$, $x/D = 12.5$ and $x/D = 15$ presented in
Figure 2. Again the major features of the mean flow are correctly reproduced. The comparison of the velocity profiles between experimental and numerical data are shown in Figure 3 at mid-span in the normal to the mainstream direction (line \( a \)). The agreement among the closures is good for rows 1-2 and satisfactory for row 3.

The vortex shedding frequency as predicted by \textit{URANS} and \textit{NLES} led to a Strouhal number of \( St = 0.243 \) which is very close to the experimental one, corresponding to \( St_{exp} = 0.234 \). Concerning the quality of \textit{NLES} in terms of resolution and the position of the filter cut-off, it can be appreciated from the streamwise velocity fluctuation power spectrum given in Figure 5, that the inertial sub-range development with a \(-5/3\) slope is correctly reproduced.

**Heat transfer**

In order to provide a more comprehensive quantitative comparison between experiments and calculation, following the procedure adopted in Ames \textit{et al.} (2005), the Nusselt number distribution \((Nu)\) reported in Figure 4b have been normalized with the surface-averaged value on the bottom wall. Experimental data are affected by uncertainties estimated smaller than 11.4\%, which correspond to \( Nu/Nu_{ave} = 0.1 \). Recalling that the driving mechanism controlling the heat transfer enhancement on the plate is the vortex shedding generated by each pin, which cannot be predicted by any steady \textit{RANS} simulation, it is generally accepted that the Nusselt number distribution is underestimated.
Conversely in URANS the major unsteady characteristic are accounted for, and consequently the heat transfer prediction is improved. As expected the NLES simulation shows the best agreement in terms of Nusselt distribution especially in the zone between the first and the second pins and the zone between the second and third pins. These results are confirmed by the temperature contours plotted in Figure 4a where the effects of vortical structures controlling the heat transfer mechanism, are evident. The discrepancies between the numerical and the experimental results in the rear part of the channel are most likely due to the local coarsening of the mesh. Moreover present results, confirmed by other computational works on the same test case (see Delibra et al., 2010 (b) and Benhamadouche et al. (2012)), seems to suggest that the choice of the distance between the periodic lateral boundaries is not adequate. For a better prediction of the local flow features a greater number of pin arrays in the spanwise direction should probably be considered. The size of the coherent structures nearby each pin rows in the downstream area is underestimated in the calculations. This is most likely due to the already mentioned effect of the insufficient channel width of each periodic boundaries. This effect is confirmed both from the heat transfer distribution, the surface wall pressure coefficient, and the velocity profiles respectively given Figure 4b in Figure 2 and velocity profile of Figure 3, where all numerical predictions show discrepancies with respect to the experiments in the far downstream region.
CONCLUSIONS
The paper presents a critical analyses of three widely used turbulence models, as applied to a currently open problem in fluid mechanics represented by the flow over realistic geometry typical of turbomachinery cooling device. The selected test case consisting of a pin fin cooling channel config-
uration allows to investigated the effects of the aerodynamic field on the heat transfer characteristics of the device with very complicated flow structures.

The present results are expected to be of favour to industrial oriented designers providing quantitative information on the device aero-thermal fields, as predicted by the different turbulence closures. The quality of the final results must also be considered in the light of the core hours needed to perform the calculation. On a IBM cluster (2.40GHz processors), RANS calculation has been performed in 400 cpu hours. On the same machine URANS and NLES calculations took about 20000 cpu hours each. Even if in order to more easily compare the results, grid and time steps considered herein are identical, RANS and URANS calculations could be performed with a much small computational cost. Numerical predictions related to the aerodynamic features of the presented test case are in general in good agreement among each other, for all performed calculations. Results are in better agreement with experimental data for the time-averaged solution obtained from the unsteady calculation, particularly for the downstream pins. The analyses of the aerodynamic characteristics of the flow as predicted by the different closures suggests that the NLES better reproduce the flow in the rear part of the devices, while the URANS approach ($k-\omega$ SST with Menter transition model) provides better prediction on the separation on the pin surface.

Considering the heat exchange, the capability of RANS to reproduce such large separation region is questionable.
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