INFLUENCE OF THE NUMERICAL STRATEGY ON WALL-RESOLVED LES OF A COMPRESSOR CASCADE
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ABSTRACT
The design of turbomachinery relies on inexpensive, steady-state Reynolds Averaged Navier-Stokes (RANS) predictions. However, turbomachinery flows are complex with various phenomena that can be difficult to predict with RANS. Large Eddy Simulations (LES), resolving the larger scales of turbulence, appear as an attractive alternative. However, correctly resolving turbulence is challenging as numerical schemes with the correct diffusion and dispersion properties are required. The main numerical strategy employed is the Finite Volume approach on structured or unstructured grids. More recently, Finite Element-like methods, intrinsically extending up to very high orders, such as the Discontinuous Galerkin, have emerged. However, few comparisons have been made between these approaches to assess their impact on the LES predictions of turbomachinery. In this work, wall-resolved LES of a realistic linear compressor cascade is performed using three solvers, each employing one of the strategies mentioned. The results highlight that while all three approaches predict similar overall aerodynamic losses, differences in the transition mechanisms and in the turbulent kinetic energy levels are revealed.

NOMENCLATURE
$\alpha$ Angle of Attack
$\omega$ Loss Coefficient
$k$ Turbulent Kinetic Energy
CFL Courant-Friedrichs-Lewy Number
$P_t$ Stagnation Pressure
$P_s$ Static Pressure
$\tau_w$ Skin Friction magnitude
$C$ Axial chord
PS Pressure Side
SS Suction Side
NSCBC Navier Stokes Characteristics Boundary Conditions
AoA Angle of Attack
DoF Degrees of Freedom
WRLES Wall-Resolved LES
INTRODUCTION

Numerical simulations are widespread in the design process of turbomachinery components for gas turbines. The current industrial state-of-the-art relies on solving the RANS equations to compute the mean variables of stationary flow fields, with a modelling of the entire turbulent spectrum. RANS is particularly adapted for simulations at or near the design point. While this method is mature and computationally affordable, it is subject to several limitations. Indeed, the flow in modern compressors and turbines exhibits high levels of unsteadiness, separations, and laminar-to-turbulent transitions, which are difficult to reliably model in RANS.

Large Eddy Simulations, aiming at resolving the most energetic length scales of the turbulent spectrum and inherently unsteady, appear very promising and can alleviate the modelling requirements of RANS. However, this suggests that the meshes and the numerical schemes employed are able to correctly resolve and transport the developing turbulence, hence present minimal diffusion and dispersion properties.

Common numerical strategies for industrial configurations use structured multi-block meshes in conjunction with 2nd order Finite Volume (FV) numerical schemes. This approach is robust but can be too dissipative, while increasing the order of accuracy remains difficult on realistic geometries [1]. FV solvers using unstructured meshes are a common alternative, particularly when the geometric complexity increases. However, they can be prone to numerical difficulties and sensitive to mesh anisotropy [2]. Finite Element (FE)-like methods, such as the Discontinuous Galerkin (DG) [3], have been developed more recently to remedy these issues. These methods extend intrinsically up to very high order of accuracy and are computationally efficient and highly parallelizable on unstructured meshes. However, they may be less robust and further validations in realistic geometries are needed.

Various isolated LES studies of turbomachinery with the aforementioned strategies can be found in the literature [4, 5, 6]. However, how these methods directly compare to each other on the same test case in terms of flow predictions is an open question. To address this issue, wall-resolved LES of a realistic linear compressor cascade is performed using three solvers, each employing one of the main numerical strategies described: a traditional structured FV solver, a mixed FE/FV unstructured solver and an unstructured DG solver. The operating conditions are engine-realistic and the numerical predictions are evaluated at on and off-design angles of attack. The results are evaluated against the available experimental measurements from the Von Karman Institute. The flow fields are analyzed in detail and compared in terms of wake losses, boundary layer and blade friction profiles. The turbulent kinetic energy levels are also evaluated.

GEOMETRY

The geometry is a low-pressure compressor cascade, measured at the Von Karman Institute in a blowdown compressor cascade facility. The linear cascade is representative of modern low pressure compressor designs. During the experimental campaign, the same blade profile was tested with different solidities, at different angles of attack, and inlet Mach numbers, in order to evaluate the impact of the solidity on the onset of stall. As a result, only limited external flow measurements were conducted, focusing on aerodynamic losses [7].

In this study, a baseline configuration is evaluated, with a solidity $s = 1.38$. The Reynolds number of the flow, based on the inlet Mach number and blade chord is $Re \approx 450,000$, simulating a high subsonic configuration. The flow was simulated at two different angles of attack: $\alpha = 0^\circ$ and $10.5^\circ$ (on and off-design conditions respectively). In order to reduce the compu-
tational cost of the simulations, a 2.5D domain is employed: the 2D blade profile is extruded spanwise at a length equal to 10% of the chord. This spanwise length has been evaluated as sufficient in [8, 4], by means of spanwise correlations as well as with comparisons with a domain with a spanwise length of 20% of the chord.

NUMERICAL SETUPS

In this section, a short description of the three numerical setups is presented. No inlet turbulent fluctuations were imposed because the experimentally measured value was under 0.5%. Table 1 gathers the main parameters for the numerical and mesh parameters.

![Figure 1: $y^+$ profile across the blade — Incidence angle = 0°. Plain line : Suction Side, dashed line : Pression Side](image)

Table 1: Main numerical parameters

<table>
<thead>
<tr>
<th>Code</th>
<th>Argo</th>
<th>AVBP</th>
<th>elsA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial</td>
<td>DG 4th order</td>
<td>TTG4A</td>
<td>Jameson Gear</td>
</tr>
<tr>
<td>Temporal</td>
<td>BDF2</td>
<td>0.7</td>
<td>≈ 10</td>
</tr>
<tr>
<td>CFL</td>
<td>≈ 10</td>
<td>WALE</td>
<td>≈ 10</td>
</tr>
<tr>
<td>sgs model</td>
<td>none</td>
<td>WALE</td>
<td></td>
</tr>
<tr>
<td>Dofs</td>
<td>24.3</td>
<td>20</td>
<td>26</td>
</tr>
</tbody>
</table>

AVBP

AVBP is an unstructured compressible mixed Finite Volume/Finite Element LES solver [9], developed by CERFACS and IFP Energies Nouvelles. While originally developed for principally combustor applications, its application domains now include cascades [10], high-pressure turbines [11] and compressor flows [12, 6]. The numerical scheme employed to resolve the governing equations is the TTG4A scheme [13], 3$^{rd}$ order in time and space. The time integration is explicit, with the timestep chosen to ensure $CFL = 0.7$, leading to $\Delta t \approx 3.10^{-9}$s. NSCBC [14] partially non-reflective formulation is applied at the inlet and the outlet in order to avoid unwanted noise reflection at the boundaries. The sub-grid scale model employed is the WALE model, well adapted for wall bounded flows [15].

The unstructured multi-element mesh is non-extruded. Around the blade 30 prism layers enable an adequate near wall resolution, while the rest of the domain is filled with tetrahedras. The first prism layer height is selected to fulfill the criterion $Y^+ < 1$ (Fig. 1) and the height of the following layers is very gradually increased using a growth rate equal to 1.05. The aspect ratio of the prisms is kept < 8, to ensure a high element quality and a smooth transition to the tetrass, an important consideration for numerical accuracy [2]. As a result, $Z^+, X^+ < 8$, a condition that largely fulfills the usual criteria for wall resolved LES. The final mesh includes 79M cells in total, corresponding to $\approx 20$M of nodes.
**elsA**

elsA is a multi-block structured, compressible Navier-Stokes solver, developed by Onera [16]. The spatial numerical scheme used in this study is the centered 2nd order Jameson scheme[17]. Numerical integration is performed using the Gear implicit method [18], second order accurate in time with a timestep \( dt = 10^{-8} \text{s} \), which corresponds to \( CFL \approx 10 \) based on the minimum cell size at the leading edge of the cascade, and close to unity around the blade areas where turbulence develops. The sub-grid scale model employed is, as for AVBP, the WALE model. The boundary conditions are reflective, which suggests that the acoustic waves arriving at the inlet and outlet can be reflected back to the domain, hence creating numerical noise. To control this phenomenon while avoiding the use of abrupt sponge layers, far from the blade the mesh is gradually coarsened towards the inlet and outlet.

A structured O-type hexahedron mesh around the blade and H-type upstream and downstream of the blade is considered for this solver. The mesh is then extruded uniformly in the spanwise direction. The grid contains 26M cells and the spacings around the blade were selected to respect the usual guidelines for near-wall resolution i.e. \( Y^+ < 1 \) (Fig. 1), \( X^+ < 50 \), and \( Z^+ < 30 \) [19].

**Argo**

Argo is a compressible unstructured solver developed by Cenaero [20], using a Discontinuous Galerkin discretisation combined to a symmetric interior penalty formulation [21], with optimal penalty weights.

On the contrary to classical FV approaches, the DG method allows for an arbitrary order of interpolation \( p \). The order of convergence, measured in the \( L_2 \)-norm of the error on the solution, is \( p + 1 \). For these calculations, an interpolation order \( p = 3 \) was chosen, as it offers the best ratio between accuracy and computational cost for implicit temporal integration [20]. The latter is discretized using the second-order backward-difference scheme (BDF2). At each iteration, the non-linear system is solved using Newton’s method. The linear solves are carried out using a matrix-free implementation GMRES preconditionned by block-Jacobi. This implicit formulation allows to select the timestep based on the turbulence timescale, rather than on more restrictive acoustic or diffusive stability bounds. In these calculations, the time step was selected based on the inlet flow velocity and the smallest element size, and correspond to a CFL number of 10. More details can be found in [8]. No subgrid scale model is used, since DGM is an excellent candidate for ILES, as shown by studies developing the dissipation and dispersion properties of the scheme [22] and by validations on canonical cases [23].

The same mesh as in the study of [8] was employed. It is generated by a spanwise extrusion of a 2D unstructured quadratic quadrangle mesh, including a structured boundary layer around the blade with 26 layers, and ensuring a \( y^+ \) value of \( \approx 1 \) (Fig. 10), while \( x^+ \approx y^+ \approx 30 \). Refinement boxes in the wake are also present. The resulting mesh includes \( \approx 380000 \) hexadra, totalizing \( \approx 24.3 \) \( M \) degrees of freedom with the interpolation order \( p = 3 \) (Table 1).

**Acquisition of statistics**

Once the turbulent flow is established, simulations were run with temporal statistics being accumulated during \( 7T_c \), with \( T_c \) the passing time over the blade expressed by \( T_c = C/U_{in} \), \( U_{in} \) the inlet velocity. To accelerate the convergence, time averaged quantities were additionally spanwise averaged. The choice of the accumulation period was monitored by checking the convergence of blade and wake averaged profiles.
RESULTS

Figure 2: Instantaneous divergence field with vorticity magnitude contours colored by axial velocity. Left : Incidence angle $0^\circ$, right $10.5^\circ$. Top : ARGO, middle : AVBP, bottom : elsA.

Figure 2 provides a visualization of a 2D cut of the velocity divergence field with contours of the vorticity magnitude around the blade for the on (left) and off (right) design conditions. The contours are coloured such that negative axial velocity is dark blue to help illustrate the presence of any separation bubble. A qualitative comparison between the three solvers is first presented.

At incidence angle $0^\circ$, Fig. 2 (bottom left), the elsA simulation presents a laminar-to-turbulent transition on the Suction Side (SS) at approximately 40% of the chord. On the Pressure Side (PS) transition is also visible shortly after the Leading Edge (LE). The unsteadiness of these two processes is highlighted by the generated noise observed in the divergence of the velocity, the noise levels being higher for the SS transition. On the other hand, Argo and AVBP (top and middle left respectively) provide a different flow topology: on the PS the boundary layer appears laminar, while on the SS the transition seems to be triggered by a thin laminar separation bubble (dark blue colored vorticity at the wall denoting a negative axial velocity, absent in the elsA case). These observations will be further investigated by looking at the evolution of the skin friction $\tau_w$ across the blade (Fig. 4) in a following section.

At incidence angle $10.5^\circ$, Fig. 2 (right), the three solvers predict a similar flow field. The SS appears fully turbulent with a separation bubble near the LE, due to the high incidence angle followed by reattachment. The boundary layer is growing rapidly, leading to higher unsteadiness and noise levels. The higher angle of attack induces increased acceleration around the
leading edge, with the flow reaching transonic levels and the formation of a weak shock. On the PS the boundary layer remains laminar throughout for all solvers. As for the AoA $0^\circ$ incidence, the velocity divergence predicted by elsA shows increased levels of high frequency noise. However, it appears that at this higher angle of attack, characterized by more important potential effects, the numerical scheme and mesh differences play a less critical role on the flow phenomena predictions. The three solver converge to very similar flow structures.

Aerodynamic losses

Figure 3 compares against experiments the aerodynamic loss profiles in the wake $\omega = (p_t - p_{t, in})/ (p_{t, in} - p_{in})$, with $p_{t, in}$ the total pressure and $p_{in}$ the average static pressure at the inlet and $p_t$ the total pressure half a chord downstream of the trailing edge.

At $\alpha = 0^\circ$ (Fig.3 - left) the shape and thickness of the profile is well recovered by the three solvers, who however slightly underpredict the experimental loss peak. Such discrepancies between high-fidelity simulations and experimental measurements of cascades is commonly found in the literature [24]. Only minor differences in terms of peak and thickness are found between the three numerical approaches. This implies the differences on the transition mechanisms highlighted in Fig. 2 have a limited influence on a more macroscopic quantity such as overall losses. At $\alpha = 10.5^\circ$ the non-symmetric form observed in the experiments is not captured by any of the three solvers. This consistent discrepancy, along with the non-symmetric form of the experimental loss profile, indicates that the hypothesis of a spanwise periodicity is likely not verified in the experiment. A possible cause is the presence of a corner separation that affects the mid-span flow, a common occurrence in similar compressor cascades at off-design angles of attack [25]. Such a phenomenon is induced by the presence of the lateral walls that are not present in the simulated 2.5D domain and would thus require a full 3D geometry. However, to validate this explanation requires spanwise maps of the loss coefficient, which are unfortunately not available for this angle of attack. Beyond this inconsistency, the three simulations appear to agree rather well between them with only minor differences on the wake peak loss as well as on the thickness, with AVBP having the highest peak loss only by small margin.
Skin friction and boundary layer profiles around the blade

To further characterize the prediction of the transition mechanisms, the evolution of the skin friction magnitude across the blade is plotted in Fig. 4, at $\alpha = 0^\circ$ (left) and $\alpha = 10.5^\circ$ (right). To complete the analysis, wall normal profiles of the tangential velocity are plotted at different stations across the chord on the suction side (Fig. 5). The stations are chosen to correspond to areas of particular interest and/or boundary layer regime change. The skin friction magnitude profiles have been normalized by $max(\tau_w)$ for the AVBP case at $\alpha = 0^\circ$, the normalized variable depicted as $\tilde{\tau}_w$. The boundary layer velocity profiles have been normalized by a consistent value in order to fit in the plots.

On-design point

The skin friction magnitude profile, Fig. 4-(left), highlights the differences in the transition mechanisms between the three solvers. As seen in Fig. 2, Argo and AVBP exhibit flow separation on the SS at $x/C \approx 0.3$, while elsA directly transitions at a similar location. This is indicated by the elsA friction magnitude which does not reach 0 before the characteristic friction increase occurs. Fewer differences appear between AVBP and ARGO. In the Argo case, the boundary layer appears to reattach while the flow is still laminar, as indicated by skin friction magnitude reaching 0 at $x/C = 0.42$, and transition occurs shortly afterwards. AVBP seems to predict a laminar-to-turbulent transition occurring within the separation bubble, as suggested by the steep skin friction magnitude increase without signs of prior reattachment. This interpretation is further confirmed by observing the boundary layer velocity profiles at three nearby stations (at 0.4, 0.5 and 0.6 of the axial chord), Fig. 2. At $x/C = 0.4$, elsA shows a typical turbulent boundary layer while Argo and AVBP exhibit a thin flow separation. At $x/C = 0.5$, AVBP is still separated while Argo seems to show an attached laminar profile, with velocity gradients less steep compared to the turbulent elsA profile. Further downstream, at $x/C = 0.6$, all three codes show similar profiles and similar boundary layer thicknesses. On the PS of the blade, the skin friction, Fig. 4-left, depicts a more straightforward flow picture: both Argo and AVBP show a laminar boundary layer with an excellent match of the profiles, while elsA shows laminar-to-turbulent transition near the leading edge with a minor skin friction increase past the transition point, hence confirming the observations on the snapshots in Fig. 2.

These results illustrate well the very high sensitivity of natural transition to the numerical properties and meshing strategy employed. Despite having three WRLES that match all the classic resolution criteria, differences on the predicted flow mechanisms are highlighted. The various dissipation/dispersion properties of the schemes, combined with the different types of elements, result in different ways in which the solvers develop the fluctuations susceptible to trigger transition. The solver elsA, with a second order numerical scheme on structured hexahedral meshes, allows unstable modes to develop within the boundary layer that trigger directly the transition on both sides of the blade. The two unstructured simulations, despite the higher order schemes used, lack such instabilities leading to transition via a separation bubble. Separation bubbles have been commonly observed and characterized in low-pressure turbine cascades, such as the T106 [26? ] but their presence in realistic compressors at high Reynolds numbers is less reported. The few studies in the literature exhibiting a separation bubble focus either on lower Reynolds numbers [27] or on cases with high free-stream turbulence [28], hence comparisons can be difficult. Nonetheless, in the case of [28], that is of similar Reynolds number, a separation bubble of similar size and at a similar location is observed at the suction side of the blade. It is important to note that in the absence of incoming turbulence and/or strong potential
effects, transition requires a very fine resolution of the modes triggering it [29], which only a DNS is likely to correctly characterize in this case. Finer measurements would also help but to the authors’ knowledge, such fine experimental databases on realistic turbomachinery cascades are not available.

**Off-design point**

At the off-design point, the finlet flow presents a higher incidence of 10.5°, usually resulting in separation bubbles or complete flow separation on the SS, as well as transonic velocities around the LE. The skin friction profiles are displayed in Fig. 4-(right). All simulations predict a laminar separation bubble on the SS. The position and size of the bubble appear to vary only slightly. Then all solvers indicate a transition to turbulence within the bubble and then a fully turbulent boundary layer. The strong pressure gradients result in a more straightforward flow structures to predict, so that the three solvers converge to a similar flow picture. This conclusion is further confirmed by the boundary layer velocity profiles in Fig. 5-(bottom). Contrary to the on-design angle, the stations chosen to show the profiles are closer to the leading edge, as most interesting phenomena occur in this area. At $x/C = 0.1$, both elsA and Argo are already reattached as indicated by the turbulent velocity profile while AVBP is on the verge of reattachment with a very small negative velocity observed very close to the wall. Further downstream, all three solvers depict a very similar velocity profile and boundary layer thickness. On the PS of the blade, the skin friction magnitude indicates that all solvers predict a laminar boundary layer with a smooth skin friction magnitude profile and the absence of any peaks characteristic of transition.

**Turbulence around the blade**

A last point of comparison between the three numerical strategies is the turbulence developing around the blade. The Turbulent Kinetic Energy (TKE) levels in particular play an important role in the aerodynamic losses. Figure 6 presents the TKE around the blade for the on and off-design points (left and right) for the three solvers respectively.

For incidence angle = 0°, AVBP depicts high levels of overall TKE, with most of it gener-
Figure 5: Velocity profile across the normal direction to the blade - Top: Incidence angle $0^\circ$, bottom: Incidence angle $10.5^\circ$
ated around the separation bubble. ARGO shows a similar picture with maximum TKE levels slightly downstream and in a narrower zone compared to AVBP, due to the transition occurring after reattachment. The major difference lies with the elsA simulation: as it predicts a direct transition mechanism, the maximum TKE levels are much decreased compared to AVBP and Argo, which predict a separation before the transition. Similar overall levels downstream of the blade are however observed. This indicates that while the transition mechanisms are different, the overall turbulence downstream, where losses are measured, is similar and explain the good agreement between the overall loss profile.

At the off-design incidence angle, the three solvers globally present the same flow picture, with elsA showing reduced levels of TKE. In this case, most of the fluctuations are produced by the separation near the leading edge, while further downstream the TKE profiles are diffused following the growth of the boundary layer thickness. The PS indicates very low TKE levels for all solvers.

An interesting point is that TKE fields are not as smooth as for the on-design angle towards the trailing edge. A longer averaging time might be required to achieve the convergence of the temporal statistics within the thicker boundary layer, where the velocity is decreased. As a result, running the simulation for a longer physical time will likely improve the averages within the boundary layer and smoothen the field further. Nonetheless, it allows in this case useful qualitative comparisons and combined with the spanwise averaging that is usual in such cases, it is sufficient for statistically stationary fields of the lower order quantities, such as losses and velocities.

Figure 6: Cut of averaged TKE fields. Left: incidence angle 0°, right incidence angle 10.5°. Top: ARGO, middle: AVBP, bottom: elsA.

CONCLUSIONS
The results of this paper highlight that the numerical strategy employed in high-fidelity WRLES of turbomachinery cascades can have an important impact on the predicted flow fields,
notably due to its influence on the mechanisms of laminar-to-turbulent transition.

1. All three numerical strategies predict similar aerodynamic losses and match the experimental values relatively well for the on-design angle of attack.

2. For the off-design condition, there is potentially the effect of 3D structures due to the laterals walls that cannot be captured by a 2.5D domain.

3. At on-design angle of attack, where the flow is fully attached, the three solvers provide different transition mechanisms on the suction side of the blade. On the pressure side, Argo and AVBP predict a laminar flow field while elsA predicts transition near the leading edge.

4. At off-design angle of attack, all flow solvers converge to similar flow phenomena, with a laminar separation bubble due to high incidence leading to transition and reattachment.

5. The turbulent kinetic energy levels are similar for all three solvers downstream of the blade. However, their repartitioning around the blade is different, notably due to the varying transition mechanisms.

Regarding the outlook of this study, a DNS of this configuration could allow to determine and analyze in depth the intricate laminar-to-turbulent transition around the cascade, notably for the on-design point. Finally, analyzing the behavior of the different numerical approaches in the presence of incoming turbulent fluctuations is a very interesting perspective as several engine components work under the influence of strong incoming turbulence.
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